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Abstract 

The growing demand in the field of security leads to the development of interesting ap-
proaches in face classification. For this reason, we bring a new method based on the extracted 
features of the four Frequency Blocks (4-FB) and Random Forest (RF) to classify faces and 
non faces, thus, we have used the fusion of three extracted features based on Discrete Cosines 
Transform (DCT), Uniform Local Binary Pattern (ULBP), and Histogram of Selected Regions 
(HSR), using RF classifier then, compared to other classifiers such as ID3, C4.5, K Nearest 
Neighbor (KNN), and Neural Network (NN). Firstly, we have used each descriptor separately, 
secondly, we have combined the three descriptors in pairs and in trinomial, to evaluate the 
performance of the proposed method. Our new approach is to apply RF classifier only on lo-
cal features, where, exhibits pertinent information about the face image as eyes, mouth, and 
nose which displays by four Frequency Blocks (4-FB). The performance of our proposed 
method was evaluated on our created database named BOSS. Moreover, RF classifier com-
bined with DCT and ULBP provided better results with 4-FB compared to other used meth-
ods which exceeds 99%. 
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1. Introduction 
Recently there has been much progress 

in face classification due to an important 
role in various applications. For instance, a 
security system that allows access only to a 
people who are members of a certain group 
or a surveillance system that can give an 
alert to law enforcement agencies of the 
presence of a person who belongs or has a 
link with an international terrorist group. 
Each of these applications relies on the in-
tegration of a face classification system. 
This article is devoted to the problem of 
face classification [1] based on feature ex-
traction merged by feature selection and 
classification task. Therefore, the objective 

of the feature extraction procedure is to ex-
tract invariant features representing the 
face information. In addition, feature selec-
tion is a global problem in machine learn-
ing and pattern recognition. It reduces the 
number of features and removes redundant 
data that helps to improve accuracy. Fur-
ther, there are many difficulties and chal-
lenges in face classification, for example, 
the huge variations in facial expression, 
lighting conditions, beards, mustaches and 
glasses impact on the face. Thus, all these 
factors can influence the classification pro-
cess to differentiate faces and non faces. 
For this reason, we have created our own 
facial database with complex lighting con-
ditions and we tested it on a variety of de-
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scriptors and classifiers. In the other hand, 
the key challenges for improving face clas-
sification performance is finding and com-
bining efficient and discriminative infor-
mation of face image which presented by 
only 4-FB based on varied methods of fea-
ture extraction and classification process.  

 In this paper, we have proposed a new 
method to classify faces (faces vs non-
faces) using classical descriptors which are 
DCT, ULBP, and HSR, with the varied clas-
sification process as RF, ID3, C4.5, KNN, 
and NN in order to extract the locale fea-
tures across a reduced area face presented 
by 4-FB which we work in a smaller feature 
space instead of the whole image. 

2. Related work 
In the last decade, face classification has 

attracted keen attention, while many ap-
proaches have been proposed in this area. 
Concerning feature extraction methods, 
there are various algorithms like, DCT 
[2],[3], Discrete Wavelet Transform (DWT) 
[4], [5], [6], as well as, Local Binary Pat-
terns (LBP) [7], Spacial Local Binary Pat-
terns [8], which used it to generate a series 
of ordered LBP histograms for capturing 
spatial information, LBP combined with 
Histograms of Oriented Gradient (HOG) as 
a fusion descriptor [9], improved LBP [10], 
Local Gradient Patterns (LGP) and binary 
HOG [11] as local transform features for 
face detection, Scale Invariant Feature 
Transform (SIFT) as locale features [12], 
too, in  [13], the authors kept all initial 
SIFT key points as features and detected 
the key points described by a partial de-
scriptor on a large scale, and HOG which 
the authors extract HOG descriptors from a 
regular grid [14]. Regarding feature selec-
tion step, there are many algorithms in the 
literature which used in this context, such 
as, Genetic Algorithms (GAs) [2], where 
the authors have been selected the optimal 
feature subset, as well Principal Compo-
nent Analysis (PCA) for dimensionality re-
duction [15], firefly algorithm [16], Particle 
Swarm Optimization (PSO) was used to se-
lect a subset of features that effectively rep-
resents pertinent information extracted for 
better classification [17]. In classification 

tasks, many approaches have been used as 
a Random Forest (RF) [18], [19], [20], K 
Nearest Neighbor (KNN) [21], Neural Net-
work (NN) as presented in [22], then a 
Support Vector Machine (SVM) as a super-
vised learning algorithm [23], and Ada-
boost [24], where these methods become a 
popular technique for classification prob-
lems. 

The remainder of this paper is organized 
as follows: Section 2, presents the selection 
of 4-FB, Section 3, gives an overview of the 
used methods of ULBP, HSR and DCT as a 
means of feature extraction algorithms. In 
Section 4, a brief description of several 
classifier methods is given. The proposed 
approach is presented in Section 4, exper-
imental results of the proposed technique 
along with a comparative analysis are pre-
sented and are discussed in Section 5. Fi-
nally, we draw conclusions and we give av-
enues for future work in Section 6. 

3. The selection of 4 re-
gions of the face (4-FB) 

The aim of 4-FB for the feature selection 
algorithm is to select a subset of the ex-
tracted features that minimizing the classi-
fication error and improve the execution 
time. For this reason, we proposed a fea-
ture selection approach for face classifica-
tion based on RF to focus on local and sig-
nificant features. In the entire face image, 
the chosen blocks represent left eye, right 
eye, nose and mouth respectively. To that 
end, we divided the entire image into 9 
blocks, afterwards, we selected manually 
only the $4$ blocks to keep the useful in-
formation and avoid the unnecessary ones. 
Thus, our proposed method selects the 
most important part of information in the 
face (eyes, nose, mouth). In this respect, we 
reduce the number of operations, and the 
running time. The precision of this phase 
significantly impacts the performance of 
the next phases as long as we work in a 
smaller feature space presented by 4-FB. 



4. The extraction of fea-
tures using several feature 
extraction techniques 

Feature extraction can be considered as 
the key of face classification. The extracted 
features contained the relevant infor-
mation from the input data (face image). 
Further, feature extraction can be defined 
as the process where a geometrical or a 
vectorial model is obtained by gathering 
important characteristics of the face. After 
feature extraction part, redundant data 
have to be discarded. The choice of the fea-
ture set is a very important and critical task 
in the case of classification and detection 
problem. Thus, we have chosen DCT, 
ULBP and HSR as a means of feature ex-
traction to generate features and to com-
bine them. Later, we will give a brief over-
view of these descriptors to characterize 
features in this context. 

4.1. Histogram of Selected 
Regions 

First, Histogram is a graph which repre-
sents frequency of the data, moreover, it 
has numerous utilizations in image pro-
cessing. The first one is the examination of 
the image where we can anticipate around 
an image by simply taking a gander at its 
histogram. The second one is brightness 
purposes. It has a wide application in: im-
age brightness, equalization of image and 
thresholding that predominately used in 
computer vision. In our work, we use the 
Histogram of Selected Regions as a feature 
extraction method for only the significant 
information on the face image like eyes, 
nose and mouth as impacts the Fig. 1, 
which presents clearly the four selected re-
gions by mesh applied to the face image.

 
 

 
Fig.1. Mesh of face image on only 4-FB 

 

4.2. Uniform Local Binary 
Pattern 

LBP is a good technique used frequently 
in facial analysis and provided outstanding 
results in many problems relating to face 
and activity analysis [25]. The LBP was 
first introduced by Ojala et al [26], who ex-
hibits the high discriminative power of this 
operator for texture classification. An ex-
tension of the original operator was made 
in [27] and called uniform patterns. The 
idea behind the Uniform LBP is to detect 
local characteristic textures in image like, 

spots, line ends, edges and corners. 
Through its recent extensions, the ULBP 
operator has been made into a really pow-
erful measure of image texture, showing 
excellent results in terms of accuracy and 
computational complexity in many empiri-
cal studies. Moreover, the ULBP is re-
sistant to lighting effects in the sense that 
they are invariant to monotonic gray-level 
transformations, and it has been shown to 
have a high discriminative power for tex-
ture classification [26]. 

Face image can organize as a composi-
tion of micro-patterns which can be effec-



tively detected by the ULBP descriptor. In 
[28], the authors divided the face image 
into several regions, The ULBP histograms 
extracted from each region are concatenat-
ed into one histogram called Histogram 
features which presents the features of the 
entire face image. 

The choice of parameters of ULBP is es-
sentially based on the concept of neighbor-
hood. In this sense, two parameters are 
used, namely: the number of neighboring 
pixels to be analyzed (N) and the radius of 
the circle on which these neighbors are lo-
cated (R). Generally, these two parameters 
are set empirically so, that N is set to eight 
(8) and R, which corresponds to small val-
ues, is often set to 1. As long as this de-
scriptor uses the notion of binary compari-
son, it makes it possible to combine a good 
image description with an ease of calcula-
tion. For this reason, we set N to 8 and R to 
1. 

4.3. Discrete Cosine Trans-
form 

The DCT is a predominant tool which 
introduced by Ahmed et al in the early sev-
enties [29]. It helps to isolate the image in-
to parts (or spectral sub-groups) of varying 
significance as for the image visual quality. 
The DCT is like the Discrete Fourier Trans-
form, because, it changes a signal or an im-
age from the spatial domain to the fre-
quency domain. As known in image, most 
of the energy is concentrated in the lower 
frequencies, so if we transform an image 
into its frequency components and neglect 
the high frequency coefficients, we can re-
duce the amount of data needed to describe 
the image without sacrificing too much im-
age quality. For calculating the DCT de-
scriptor, we divide the image into 9 blocks 
of 8*8 pixels. But in our work, we took only 
the four blocks, which represent two eyes, 
nose and mouth, then we compute in each 
block the DCT descriptor. In short, the 
length of the DCT feature vector is 256, be-
cause, we have 64 coefficients in each block 
of 8*8 pixels. 

5. The classification using 
several different classifiers 

As regards the classification process, 
various image features are organized as in-
put data into categories, for instance, faces 
and non faces, which used various classifi-
cation methods as ID3, C4.5, KNN, NN, 
and RF. The classification algorithms typi-
cally employ two phases of processing: 
training and testing. Next, we will expose a 
brief overview of the use classification pro-
cess. 

5.1. ID3 
The ID3 algorithm is among the Deci-

sion Tree implementations developed by 
Ross Quinlan, [30]. The ID3 is a supervised 
learning algorithm [31], which constructs a 
decision tree from a constant group of 
models. Afterwards, based on the resulting 
tree, we arrange the future examples. This 
algorithm by and large utilizes nominal 
characteristics for grouping with no miss-
ing values. It constructs a tree focused on 
the information (information gain) got 
from the training instances and after that, 
it utilizes the same to arrange the test da-
tum. Further, the ID3 algorithm selects the 
best attribute based on the concept of en-
tropy and information gain for developing 
the tree. One impediment of ID3 is that it 
is excessively delicate to highlights with 
substantial quantities of qualities. The es-
sential parameter of ID3 is the entropy 
which makes it possible to find the most 
significant parameters in order to measure 
the heterogeneity of the node. 

5.2. C4.5 
The C4.5 is an improved version of the 

ID3 algorithm, it takes into account the 
numerical attributes as well as the missing 
values. The algorithm uses the function of 
entropy gain combined with a Split Info 
function to evaluate the attributes at each 
iteration. The advantage of using entropy 
for the ID3 or C4.5 algorithm is that these 
two algorithms operate for symbolic data, 
whether for categorical variables (such as 
colors) or discrete numeric variables. Nev-
ertheless, among the disadvantages of the 
both methods is that the efficiency of the 



learning and the relevance of the model 
produced, remain dependent on the con-
tinuous variables which must be discre-
tized before the implementation of the al-
gorithm. 

The C4.5 algorithm is used as a parame-
ter the function of the entropy gain com-
bined with a Split Info function to evaluate 
the attributes for each iteration. 

5.3. K Nearest Neighbors 
The K Nearest Neighbors is a non-

parametric method for information group-
ing [32], then, it is a straightforward tech-
nique that stores every accessible case and 
characterizes new cases in light of a like-
ness measure. In the training phase, the 
KNN is relatively fast and simple [33]. 
Moreover, the instance of KNN is grouped 
by a larger part vote of its neighbors, with 
the case being attributed to the class most 
basic among its K closest neighbors esti-
mated by a separation work by a distance 
function. In the event that K = 1, at that 
point the case is basically allotted to the 
class of its closest neighbor.. Among the 
parameters to be optimized we have K 
which represents the number of nearest 
neighbors used in the classification and the 
distance metric. After a series of tests, we 
set K to 7 and we chose the Euclidean dis-
tance as the distance parameter. 

5.4. Neural Network 
Neural Network (also called an Artificial 

Neural Network (ANN)) is an artificial sys-
tem made up of virtual abstractions of neu-
ron cells. Focused on the human cerebrum, 
Neural Networks are described in terms of 
their depth, including how many layers 
they have between input and output, or the 
model's so-called hidden layers. They can 
also be described by the number of hidden 
nodes, the model has or in terms of how 
many inputs and outputs each node has. 
Variations on the classic neural-network 
design allow various forms of forward and 
backward propagation of information 
among tiers. The Table 1 presents the 
adopted parameters of the neural network 
structure. 

 

Table 1. The adopted parameters of 
BPNN 

Number of layers 3 

Activation function sigmoid 

Learning Rate 0.1 

Number of hidden 
layer 

1 

Number of epochs 1000 

Number of neural 
per hidden layer 

100 

 

5.5. Random Forest (RF) 
The general method of random decision 

forests was introduced by Ho [34], the in-
troduction of RF proper was first appeared 
in [35], which describes a method of build-
ing a forest of uncorrelated trees. Further, 
the RF is an ensemble learning method 
that grows many classification trees [36]. 
To classify an object from an input vector, 
the input vector is put down each of the 
trees in the forest. Then, the ensemble 
learning methods can be divided into two 
main groups: Bagging and boosting. In 
bagging, models are fitted in parallel where 
successive trees do not depend on previous 
trees. Each tree is independently built us-
ing bootstrap sample of the dataset. A ma-
jority vote determines prediction. The RF 
adds an additional degree of randomness 
to bagging [35]. Although, each tree is con-
structed using a different bootstrap sample 
of the dataset, the method by which the 
classification trees are built is improved. 
The RF predictor is an ensemble of indi-
vidual classification tree predictors. For 
every perception, every individual tree 
votes in favor of one class and the woods 
predicts the class that has the majority of 
votes. One of the important properties of 
RF is their convergence with a sufficient 
number of trees, therefore they avoid over-
learning. In addition, they are able to deal 
naturally with a large-scale problem based 
on the important variables of the problem 
[37]. 

The construction of decision trees is 
based on the standard "Classification and 
Regression Trees" (CART) algorithm. This 
algorithm uses the Gini index as a parame-



ter to determine which attribute should be 
generated. The basic principle of CART 
consists, therefore, in choosing the attrib-
ute whose Gini index is minimum after the 
separation [38]. The adopted parameters 
of RF classifier are presented in Table 2. 

 
Table 2. The parameters of the RF clas-

sifier 
The number of trees 500 
The number of nodes 661 
the number of leaves 331 

6. Proposed approach: 4-
FB Selection with RF 

In this study, we explore a powerful 
method based on RF classifier with only 4-
FB to discriminate between faces and non 

faces images under different kind of light-
ing conditions which presented by BOSS 
database. Based on BOSS and the 4-FB, 
two scenarios were applied to evaluate our 
proposed method. These two steps are as 
follows: 

The DCT, HSR, and LBP descriptors are 
applied separately. Thus, the different fea-
ture vectors that result from the different 
operations of extracting attributes will be 
used as inputs of the following classifiers: 
C4.5, ID3, NN, KNN and RF. The Figure 2 
describes the first procedure applied to the 
4-FB of the BOSS database. 

 
 
 
 

 

 
Fig.2. Scheme of our proposed approach using individual descriptors 

 
Based primarily on the simple fusion of DCT, HSR and LBP descriptor characteristics, bi-

nomial and trinomial combinations were achieved by simple concatenations. The different 
feature vectors that result from the various concatenations of the feature vectors will be used 
as inputs of the following classifiers: C4.5, ID3, NN, KNN and RF in order to evaluate our ap-
proach. The diagram illustrated by Figure 3 summarizes the adopted approach. 

 

 
Fig.3. Scheme of our proposed approach using the fusion descriptors 

 



7. Experimental Results 
In this section, we will present the re-

sults of the adopted approach. Subsequent-
ly, we will evaluate the relevance of our ap-
proach on our own BOSS database based 
on the classification rate as evaluation cri-
teria. 

7.1. Description of BOSS da-
tabase 

The Boss database is a new database of 
faces and non-faces. The most face images 
were captured in uncontrolled environ-
ments and situations, such as, illumination 
changes, facial expressions (neutral ex-
pression, anger, scream, sad, sleepy, sur-
prised, wink, frontal smile, frontal smile 
with teeth, open / closed eyes,), head pose 
variations, contrast, sharpness and occlu-
sion. Thus, the majority of individuals is 
between 18-20 years old, but some older 
individuals are also present with distinct 
appearance, hair style, adorns and wearing 

a scarf. The database was created to pro-
vide more diversity of lighting, age, and 
ethnicity than currently available land-
marked 2D face databases. All images were 
taken in 26 ZOOM CMOS digital camera of 
full HD characteristics. The majority of im-
ages were frontal, nearly frontal or upright. 
The Figure 4 imparts some typical people 
images of BOSS database. We detect people 
faces in our BOSS database by using the 
cascade detected of Viola-Jones algorithm. 
All the faces are scaled to the size 30*30 
pixels. This database contains 9,619 with 
2,431 training images (with 771 faces and 
1,660 non-faces) and 7,188 test images 
(178 faces and 7,010 non-faces). The face 
images stored in PGM format. The Figure 5 
presents some typical detected face images 
of BOSS database. The BOSS database will 
be soon publicly available for research pur-
poses, of various algorithms related to the 
face detection, classification, recognition 
and analysis. 

 

 
 

 
Fig.4. Some people images of BOSS database 

 



 
Fig.5. Some detected face images of BOSS database 

7.2. Results 
As a reminder, the first scenario is to apply the DCT, ULBP, and HSR descriptors separate-

ly to the 4-FB of the BOSS database. Then, the different feature vectors which result from the 
various operations of feature extraction task will used as inputs of varied classification meth-
ods which are C4.5, ID3, NN, KNN and RF. Thus, the results of the first scenario are present-
ed in Table 3 and Figure 6. 

 
Table 3: The performance of 4-FB based on individual descriptors combined with different 

classifiers 
Classifieur de-

scripteur 
Accuracy (%) 

C4.5 ID3 NN KNN RF 

DCT 76.18 64.82 86.80 80.18 100 

ULBP 90.22 89.7 98.96 95.46 100 

HSR 50 50 56.20 80.18 74.58 

 

 
Fig. 6. The performance of RF using individual descriptors 

 
The examination of the Table 3 and Fig. 6 have shown that the best results in terms of clas-

sification rate are generally obtained by applying the RF classifier with the DCT and ULBP 
descriptors, which we obtained respectively 100 % and 100 % in term of accuracy, against the 
extractor of HSR gets a very poor results with all the used classifiers compared to other de-
scriptors. We can conclude that the best result was recorded by applying the RF classifier with 
the ULBP descriptor with 100% in term of classification rate.  



The second scenario consists in carrying out the DCT-ULBP, DCT-HSR, HSR-ULBP and 
DCT-HSR-ULBP combinations based on the DCT, ULBP and HSR descriptors. The different 
feature vectors that will result will be used as inputs by varied classification methods which 
are: C4.5, ID3, NN, KNN and RF. Thus, the results of the second scenario are reported in the 
Tables 4, 5, the Figs 7 and 8. 

 
Table 4: The performance of 4-FB based on paired combinations of descriptors using dif-

ferent classification methods 
Classifieur 

Descripteur 
Accuracy (%) 
C4.5 ID3 NN KNN RF 

DCT-ULBP 90.3 81.63 99.88 97.14 100 
DCT-HSR 91.41 66.5 90.63 70.44 99.03 
HSR-ULBP 93.85 86.22 98.3 91.32 99.03 

 

 
Fig. 7. The performance of RF using a paired combination of descriptors 

 
Table 5: The performance of 4-FB based on trinomial combinations of descriptors using 

different classifiers 
Classifieur 

Descripteur 
Accuracy (%) 
C4.5 ID3 NN KNN RF 

DCT-HSR-
ULBP 

91.41 66.07 90.45 70.44 99.03 

 

 
Fig. 8. The performance of RF using a trinomial combinations of descriptors



According to the Tables 4, 5, the Figs 7 
and 8, the best results in term of classifica-
tion rate are usually obtained by applying 
the RF classifier, which we obtained with 
the following descriptors combinations: 
DCT-ULBP, DCT-HSR, HSR-ULBP and 
DCT-HSR-ULBP an accuracy of order 
100%, 99.03%, 99.97% and 99.03 % re-
spectively. Then, we notice that the appli-
cation of the HSR operator in combination 
with the RF classifier gave a good result in 
term of classification rate with the order of 
99.97%. In addition, it appears that the 
performance of the combined extractors 
DCT-ULBP and HSR-ULBP with the RF 
classifier are generally close with a slight 
advance for DCT-ULBP. In addition, the 
performances of the combined descriptors 
of DCT-HSR and DCT-HSR-ULBP with the 
RF classifier are generally equal. At last, we 
can deduce that the application of the 
combination of the two descriptors DCT 

and ULBP with the RF classifier gives the 
best result in term of classification rate 
which we get 100%. 

7.3. Comparison with the 
state-of-the-art methods 

This section provides a comparative 
study of our approach and multiple well-
known techniques recently published for 
face classification applied on the BOSS da-
tabase. Refer to Table 7, the result clearly 
shows that the accuracy is best for the ma-
jority of algorithms based on BOSS data-
base. For fair comparisons, it is clear that 
our approach of 4-FB+RF+DCT-ULBP 
produced the best classification rate com-
pared to other published methods by 100% 
of classification rate which yields a signifi-
cant improvement over the state-of-the-art 
methods. 

 

 
Table 6. The performance of the other methods in the literature using BOSS database. 

Methods Accuracy (%) Research group 
SLBP + NSVC 99.99 [39] 
ULBP + NSVC 99.47 [39] 
HOG + NSVC 95.73 [39] 
DWT + NSVC  91.90 [39] 
SLBP + DWT+ NSVC 99.53 [39] 
SLBP + HOG + NSVC 99.50 [39] 
ULBP + DWT + NSVC 99.57 [39] 
4-FB+RF+DCT-ULBP 100 Our approach 
PCA+SVM 96.98 [40] 
Autoencoder+SVM 97.52 [40] 

 

8. Conclusions 
In this paper, we tested our 4-FB ap-

proach on the BOSS database to further 
evaluate the relevance of BOSS and the 
performance of 4-FB using varied de-
scriptors as DCT, ULBP and HSR, which 
involve pairing and trinomial descriptors 
to build more robust feature vectors using 
it later, as inputs of different classifiers 
which are RF, C4.5, ID3, NN and KNN. 
Our new approach is based on the 4-FB of 
the BOSS database combined with the RF 
classifier to discriminate between face and 
non-face. Then, we make a comparative 
study between RF and other classifiers in-

cluding C4.5, ID3, NN and KNN to evalu-
ate our approach. The experimental results 
on the BOSS database show that the pro-
posed method based on 4-FB+RF+DCT-
ULBP gets a promising results which ex-
ceeds 99% as classification rate compared 
to other used methods. Our future work 
includes applying the proposed technique 
to detect faces in the complex background. 
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